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About Me

● 1st year PhD student studying machine learning for robotics

● Research engineer at DeepMind

● Nonbinary (pronouns: they/them)

● Co-author of the topic of today’s talk:

○ “Fairness for Unobserved Characteristics: Insights from 
Technological Impacts on Queer Communities” 
(https://arxiv.org/pdf/2102.04257.pdf)

https://arxiv.org/pdf/2102.04257.pdf


Private & ConfidentialQueer AI/Queer in Tech Efforts

● Queer in AI

● Out in Tech

● Lesbians Who Tech

● Intertech LGBT+ Diversity Forum

● LGBT Technology Institute

https://sites.google.com/corp/view/queer-in-ai/
https://outintech.com/
https://lesbianswhotech.org/
https://intertechlgbt.interests.me/
https://www.lgbttech.org/
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Gathering Data on Queer Communities: Challenges

● Many countries have legislation that actively prohibits the collection of data on sexual orientation or 
gender identity

● Collecting data may threaten the privacy or safety of queer individuals 

● Many existing datasets do not capture sexual orientation and gender identity

● Is it even possible to put an immutable, discrete label on everybody’s queerness?
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Fairness research has focused on 
characteristics that are widely 
available in data, or observable or 
identifiable by humans.

What about protected characteristics 
are unobserved or immeasurable?

● Many disability statuses
● Religion (often legally protected)
● Queerness

Race, ethnicity, and gender can also 
be unobserved, but race and (often 
binary) gender are more widely 
available in datasets.



Considerations for Queer Fairness

● How does AI interact with various issues faced by the queer community?

○ What are the potential benefits and harms?

● Where do unobserved characteristics complicate designing fair systems?

● Are privacy and fairness in tension with each other?



Privacy
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Privacy: summary points

● 2017 Stanford paper criticised for methodological shortcomings (and ethical issues around its messaging)

○ But future algorithms might circumvent these methodological issues

○ Large amounts of online data that can be scraped and used

● Risks

○ Risks to physical safety, social and psychological well-being

○ Human rights issue in nations where homosexuality is criminalized, surveillance risks

● Promise

○ Adversarial filters that can obfuscate sensitive information in images and speech shared online

○ Reduce the risks of re-identification



Censorship
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London Pride, 1998, photo by Steve Eason, Getty Images

Leeds Rainbow Plaque Trail
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Tanash 2015, “Known Unknowns: An Analysis of Twitter Censorship in Turkey”



● Historically and in present day, queer media content has been censored by law in many nations

● Censorship implicitly shames queerness, isolates us from our communities, and leads to identity erasure

● Risks

○ Large-scale censorship enabled through automated classification of queer content through natural 
language and images

○ Deepfakes and generative language models could generate misinformation to demonise queer 
groups as justification for marginalisation

● Promise

○ Machine learning has been used to detect anomalous deletion of censored content, but has not 
been applied to queer censorship yet

Censorship



Language &
Content 
Moderation
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Gomes, Antonialli, Oliva 2019,
“Drag Queens and Artificial Intelligence”
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Strangers 2020,
“Adhering, Steering, and Queering: Treatment of Gender in Natural Language Generation”



Language & Content Moderation

● Promise

○ Queering natural language generation e.g. by aligning with feminist HCI qualities (Strengers 2020)

○ Detecting deadnaming and misgendering

○ Content moderation: detecting homophobic and transphobic hate speech

● Risks

○ Accidental censorship of queer content thought to be provocative ()

■ Words such as “queer”, “gay”, “butch” etc. were/have been considered offensive

○ Overarching challenge: how to detect the toxicity of language in context, whether the usage is 
insulting or empowering?

○ Intersectionality: how to ensure fairness when homophobic stereotypes or language are also 
racialized or associated with other elements of identity?



Health &
Mental Health
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Left: New York Pride Parade, 1983, photo by Barbara Alper. Right: Marcus 2019, “Use of electronic health record 
data and machine learning to identify candidates for HIV pre-exposure prophylaxis”
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Health & Mental Health

● Queer communities disproportionately affected by substance abuse, higher transmission of STIs and HIV, 
depression, anxiety, and suicide ideation

● Barriers to care: isolation from family and support networks, discrimination in the medical system...

● Promise

○ AI for medicine: develop new treatments

○ Predict when patients will benefit from treatment via medical data and background

○ Identify patient’s affect and suicide risks before connecting to counselor (Trevor Project)

● Risks

○ Automated medical/mental health interventions may exacerbate existing health care biases

○ Sensitive data (HIV status, sexual orientation, mental health) often omitted from datasets, 
attempting to identify is often a privacy risk

○ Testing interventions in a reinforcement learning setting requires safe exploration guarantees



Employment
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Stonewall 2018,
“LGBT in Britain: Work Report”



● Coming out often results in hiring bias and workplace discrimination

● Human graders more likely to give lower scores to resumes with LGBT associations in LeCroy 2019

● Risks

○ If AI fairness not implemented correctly, could exacerbate existing bias

○ Social media scrapers used by employers for personality assessment may risk outing candidates or 
employees

● Promise

○ Fair AI systems could identify discrimination in the hiring process and even suggest interventions 
for changing the employment pipeline

Employment



Where to go from 
here?
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Buolamwini 2018, Gender Shades



Expanding AI Fairness Techniques

● Demographic parity

○ Requires group membership information

● Frameworks for fairness based on different metrics

○ Individual fairness: treat similar individuals similarly

○ Counterfactual fairness: infer latent causes and enforce fairness across alternative conditions

○ Contrastive fairness: extends counterfactual fairness, asks if it is fair to select different decisions for 
different individuals

● Adversarially reweighted learning

○ Addresses fairness for protected attributes using measurable covariates for those attributes

○ Maximize the minimum expected utility across groups with different attributes



It all depends on context



Conclusion

● Queer communities have surmounted enormous 
historical oppression and continue to do so today

● AI has enormous potential

● New technical frameworks in AI fairness are needed to 
mitigate risks and explore promise

● AI researchers responsible dignity and well-being of 
all people who interact with the systems we design

● The field needs a diversity of voices and backgrounds

● Want to explore these issues with us? Get in touch!

○ kayj@google.com

Image from The Met Office


